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Algorithms and software: focus on memory

Energy per Compute Operation .
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« Packaging and pin limitations

; constrain bandwidth
; * “have to turn off a quarter
10 pUit of the cores”

N - Advances in resistive memory

N nr 10nm technology offers alternative
to CMOS
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Source: Borkar IPDPS 2013

LLNL R&D over past 4 years on architecture, programming models, systems
software, evaluation of memory-centric computing.
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Memory integrated computing

= Exploit advances in 3D stacked memory/logic packages
— Logic is on a separate layer in a different technology than the memory
— Through silicon vias connect memory layers, logic
— Can accommodate different sorts of memory
— DRAM, NVRAM
— Don’t have to fab logic circuits on the memory die
— Can co-locate processing engines with (persistent) memory

= Integrate compute and memory at finer granularity

— Micron Automata processor
* NFA logic embedded in the DRAM
* Many NFAs running in parallel
 String matching applications
— RRAM with TCAM
* Ternary Content Addressable Memory using memristor as building block
» Pattern match and search applications
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Enablers for processing near memory

Multiple channels yield enormous
bandwidth in the package

Stacked 3D or 2.5D memory
packaging technology with TSVs
to form a memory channel

Fabrication cost requires compelling
commercial drivers

Fast logic layer with low latency
access for local memory controllers
and customized processors
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Proposed Data Rearrangement Engine
Architecture
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S. Lloyd and M. Gokhale, “In-
memory data rearrangement for
irregular, data intensive
computing,” IEEE Computer, pp.
18-25, 2015.
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TCAM based on memristor
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(a) Definitions of binary and ternary data, (b) RRAM-based
TCAM cell in write mode, and (c) RRAM-based TCAM

cell in search mode.

. (UCSC/LLNL Lab Fees project)
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Le Zheng, Sangho Shin, Scott LIoyd and Maya
Gokhale, “RRAM-Based TCAMSs for Pattern Search”,
2016 IEEE Int'l Symposium on Circuits and Systems,
Montreal, Canada, May 2016
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Emulation of memory integrated computing

= We have implemented an FPGA-based emulator to study future

memory integrated computing architectures
— Scott Lloyd lloyd23@lInl.gov

— Open source with software, hardware, benchmarks
— http://bitbucket.org/perma/emulator_st/src

= Used to evaluate data rearrangement engine, future persistent
memories, TCAM modules

= Gives emulated performance of the benchmark running on CPU
and using memory integrated computing resources

= Enables design and evaluation of hardware modules, API,
application
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Memory Subsystem
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= Up to 16 concurrent memory requests
= Programmable memory access time

Supports custom hardware modules
located in the Memory Subsystem

Memory-integrated computing
emulator
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Memory/Storage Hierarchy

Capacity Latency

8MB/SRAM\1OnS

128 MB/ S DRAM\45 ns
8 GB / N \70 ns

8 GB / E—— \100 ns

SCMl 64 GB / o \200 ns
128 GB / _ \50 us
6 TB / HDD \10 ms

Experiments
45 ns
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DGEMM

R:W 1:1, Regular Access Pattern
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= At cache to memory ratios of 1:2 and lower, latency up to 800 ns can be tolerated
= At cache to memory ratios of 1:4 and higher, runtime increases linearly with latency
» Matrix multiply kernels for small (perhaps blocked) matrices can tolerate SCM latency
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RandomAccess

C:M 1:1024, Irregular Access Pattern
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» Aread to write latency ratio up to 1:4 has little impact on performance
» Direct linear correlation between memory latency and runtime
= Concurrent threads could in aggregate compensate for longer SCM latency
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Memory-integrated computing summary

" Expertise | | = Differentiating factors:
— Design, prototype logic functions R
incorporated into memory Substantial investment and
* On the fly data rearrangement for ST
irregular memory access Capablllty N
» Pattern match based on Ternary — FPGA-based emulator,
Content Addressable Memory het :
— Programming models, API, — NELErogeneous programming
heterogeneous computing models,
perspective — application benchmarks using

— Exploit memory based logic . .

functions from application memory-integrated computing
— Prototype functionality with FGPA logic

System on Chip

» Multicore ARM processors +

programmable logic

— Measure emulated performance

at 10ns — us granularity to sweep

parameter space of (resistive)

RAMS

— LDRD, DoD funded since 2013
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Materials modeling and simulation
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Workflow for Design Optimization of Additively Manufactured
Parts (Integrated Computational Engineering)
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Seven Pillars of Computational Materials Science

Ab-initio Atoms Long-time | Microstructur | Dislocation Crystal Continuum
e
Inter-atomic Defects and Defects and Meso-scale multi- Meso-scale Meso-scale Macro-scale
forces, EOS, interfaces, defect phase, multi- strength material material
nucleation structures grain evolution response response
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LATTE ddcMD/CoMD SEAKMC LULESH
Motif: Particles Motif: Particles, Motif: Regular and | Motif: Motif: Regular Motif: Regular
and explicit time Motif: Particles | adaptive grids, “segments” grids, tensor and irregular
wavefunctions, integration, and defects, implicit time Regular mesh, arithmetic, grids, explicit
plane wave DFT, | neighbor and explicit time integration, real- implicit time meshless image | and implicit time
ScalLAPACK, linked lists, integration, space and spectral | integration, fast | processing, integration.
BLACS, and dynamic load neighbor and methods, complex | multipole implicit time
custom parallel balancing, parity | linked lists, order parameter method integration, 3D Prog. Model:
3D FFTs error recovery, and in situ FFTs. MPI + Threads

and in situ visualization Prog. Model: MPI Prog. Model:
Prog. Model: visualization MPI Prog. Model:
MPI + CUBLAS/ Prog. Model: MPI + Threads
CUDA Prog. Model: MPI + Threads

MPI + Threads

Jim Belak, ExMatEx
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LLNL HPC4Manufacturing perspective
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HPC4Mfg

Guide design
Optimize processes
Pre-qualify parts
Reduce testing
Increase innovation

Lawrence Livermore National Laboratory
LLNL-PRES

AMO established the HPC4Mfg

i, ‘::_ Program to bridge US manufacturing

\.\

needs and HPC capabilities at the
national labs




HPC4Mfg can contribute to the challenges of
continuing Post Moore’s Law... and beyond

MANUFACTURING

= |dentify and address manufacturing and applied energy
challenges that push current computing capabilities and

broaden the HPC user base

— Multi-scale physics based simulation of metal processing

— Qualification and characterization of additive manufacturing for aviation,
automotive and defense

— High fidelity grid-scale simulations

= Target projects aimed at device, component and system
architecture and testing in the race to the end of Moore’s Law
and beyond

. . )
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HPC4Mfg creates an ecosystem that enables the
national labs to advance industry innovation E==Z

MANUFACTURING

HPC4Mfg

Projects  Partner Laboratories ~ Solicitation ~ FAQ  Mailing List

High Performance Computing for Manufacturing

= Solicit challenges directly from US
manufacturing industry that HPC can
address '

Solicitation Announcement
Webinar slides

$3M portfolio of awards

announced

HCPAMfg Program
announcement

Contact

For additional information on
the HPG4Mfg Program,
email hpc4mfg@iinl.gov.

= |dentify HPC expertise at the nationa g
labs to meet the industrial challenge; e Tk

By using high performance computing combined with advanced manufacturing and addtive manufacturing,

researchers can design and bud new devices and materia ith unique physical and microstructural

properties. Shown above s a computer rendering of an octet truss that was produced by microstereo e
S e C u r‘ e C y C I e S Ihography and has igh stfiness an fow densiy. The structre was esigned from mecharical thcry

Accelerating Innovation

Partner Laboratories

F 0
RIDGE

By hamnessing world-class computing and tapping in to the expertise of scientists at U.S. B Lavrence Livermore
Department of Energy (DOE) National Laboratories, high performance computing (HPC) can National Laboratory
advance innovation in U.S. manufacturing. Lawrence Livermore National Laboratory (LLNL) is

leading a new program to advance clean energy technologies and increase energy efficiency while

[ | reducing risk of HPG adoption for U.S. manufacturers. Lawrence Berkeley and Oakridge National
Laboratories are partners in the program. The DOE Advanced Manufacturing Office (AMO) within
the Energy Efficiency and Renewable Energy (EERE) Office sponsors this Program.

. . . . HPC4Mfg Brings Value to Industry
National laboratory experts in advanced modeling, simulation and data analysis collaborate with industrial
partners on project teams to address manufacturing challenges that will aid in decision making, optimize
processes and design, improve quality, predict performance and failure, quicken or eliminate testing, and/or
shorten the time of adoption of new technologies.
Infusion of advanced computing expertise and technology into the manufacturing industry is aimed at

advancing innovative new clean energy technologies and reducing energy and resource consumption to be
‘competitive in the worldwide market. Successful projects will enable significant nation-wide impact to

Increase US economic
competitiveness by advancing
innovation and growing an HPC
manufacturing workforce

19
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The HPC4Mfg Program has had
significant engagement from industry

MANUFACTURING

EF.T-N

Powening Business Worldwide

* Bi-annual nation-wide solicitations ~
@ GLOBALFOUNDRIES

S$8.7 M technical portfolio
* Executing on 16 projects with

14 industry partners and 3 labs
* Expect to announce ~10 new SORAA

% United Technologies JFWVI

Research Center Wo Mantcue

projects in August

Established summer internships m (A\“&

Annual Industry Day to identify = Carbontec Energy Corporation

AGENDA
: : 2020
industry-wide needs = £0£9 = I
y AAAAAAAA ZoomEng’fJCS
CREATING THE NEXT WAVE OF INNOVATION
== A M Lawrence Livermore OAK RIDGE
rj;}I | EE@RSC.I‘S@ES!LEXO !FEQ)E National Laboratory #:National Laboratory




Computational design and optimization of ultra-
low power device architectures reduce cost

MANUFACTURING

* Industry partner: Global Foundries

= Optimizing the design of transistors can result
in lower design cost and energy consumption

= Atomic scale device design modeling of / 020
the heat loss at wire/semiconductor pa
connections can results in the reduction of _
thermal loss in electronics. Source’ Fin

= Device-scale first principles simulations will
accelerate materials discovery. Million atom-
scale predictions will enable accurate
materials properties and device
performances.

. . A
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Scaling up a new GaN process could yield 20%
cheaper LED lighting and new power electroniZ==p

MANUFACTURING

Industry partner: SORAA

High fidelity simulations of chemical
processes in the ammonothermal crystal
growth process show more complicated flow

structure than previous simulations, improving ||+ : sl s

Array g
ool End H A GaN Crystal Plates
Capsule

predictions of the local temperatures and flow  Seogntt

e S NH;oMInovallzors

velocities within the reactor. we—| ] [ERPRN

R T T

This new information is being used to optimize
uniform growth of GaN.

Insight will save years to facilitate large-scale
commercial production.

Lawrence Livermore National Laboratory
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Microstructure prediction in additively i,
manufactured metal parts can help qualify parts

* Industry partner: Eaton

« Additively manufactured parts can be used to
reduce weight in aircraft and automobiles
parts saving transportation fuel.

* Modeling the material microstructure of
parts made using the laser-melt process of
powder-bed additive manufacture (3D
printing). Material properties can be predicted
from the microstructure helping to ensure that "
the parts will meet engineering requirements
such as strength and fatigue life.

» Qualification of as-built parts is critical for
meeting product reliability standards and
hasten adoption of the new technology.

. . e\
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Improved engine designs can save fuel, reduce
costs, and increase engine lifetime HPC 4

MANUFACTURING

* Industry partner: GE Aviation

= Qver 35 billion gallons of fuel are
used each year to transport airline
passengers worldwide.

= New high-efficiency jet aircraft
engines will be designed using
advanced turbulence
calculations and models of the
complete combustor/vane
systems

. . "‘l
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Modeling the microstructure of paper e
products can reduce paper pulp use by 20%

* Industry partner: Procter & Gamble

= Papermaking is one of the most energy
intensive industries due in large part to the
energy needed to dry paper pulp.

= Model microstructure of paper for fiber
orientation and texture to predict macro-
properties for product optimization.

= Reducing paper pulp use by 20%, reducing
energy consumption significantly.

. . 4l
Lawrence Livermore National Laboratory N IS.&& 25
National Nuclear Security Administration

LLNL-PRES-xxxxxx



LLNL Capabilities and Interests Summary

Primary Expertise & Interest Areas Most Differentiating Factor
_ , _ Detailed approaches for memory integrated
= Computing architecture and programming computing

models Co-design of advanced computing

technology applied to materials modeling
HPC4Mfg Program leadership

= Materials modeling and experimental validation

= Application of HPC expertise into industry
(HPC4Mfg)

Main Contribution/Role

Design, prototyping through emulation, evaluation of memory integrated computing structures into
RRAM and other BMC devices
Modeling of materials at multiple scales on advanced architectures

Expanded framework to support broad industry engagement with national lab expertise (HPC4...)
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